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 iCaRL (Replay-based)
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 EWC (Regularization-based)
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 PNN (Parameter Isolation)
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 Learnable hard attention
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 Pruning as Masks
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 Ternary state: ‘used’, ‘learnable’, ‘unused’

• Binary mask

• Ternary mask
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 Task-specific feature normalization

 Growing Ternary Feature Map
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 Differentiable Mask? 

 Knowledge Reuse?

 Expandable?

 Computational Complexity (upon weights/features)
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 Conditional Channel Gate
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 Task Classifier
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 What have they done?

 What did they claim?
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 What have they said?

• Understanding Catastrophic Forgetting

• How is it proved?

Task Loss

Prior info
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 Unsupervised Continual Learning

a Relevance modified Welsh’s 

t-test on the KL divergence
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 Is that real?
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 Based on X (fc layer or t-test)

 Fix previous params? √

 Joint optimization? ×
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 Motivation

• Interpretation via Synchronization as Localization

• A Feature Map as an Entity -> Sync as Modules
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 Idea

• Minimize Entropy from several levels

• Sync (unsupervised) for Module Segmentation

Feature Map Functional Module Network Structure
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 Functional Module Level

• SynC in clustering

• SynC in mini-batch
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 Sync in mini-batch

• Understanding
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 Motivation

• Functional modules on the whole structure 

• Unsupervised knowledge embedding

• Knowledge embedding management

 Idea

• Fourier Transform

• Sync to regular representation space

• Attention mechanism
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 Attention Structure

• Knowledge embedding as Key vector

• Hard attention -> activate the knowledge or not

{0, 1}

FFT
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 What’s the cons?

• ‘Soft’-mask

• No absolutely fixed parameter

• Joint optimization

 So, Sync could be a promising way to it?

• Stable functional module
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 What’s the pros?

• Local, Disentangled, Interpretable, Comparable

• Knowledge management for Continual learning

• Multi-source, partial, model-based Transfer learning

• Zero-shot via compositional generalization

• Match with existing knowledge systems

• Interact with human beings

• ……
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 Plan

• Exam existing CL methods in the same setting

• Adapt from FcaNet, add HAT and Sync

• Experiments of CL and Interpretability(?)

• General Applications (transfer/zero-shot learning, 

compact existing networks & efficient networks, etc.)

• Theoretical guarantee of accuracy boundary (optional)

• Perform as a conference paper
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