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 Preliminary: Network Interpretability

 Net2Vec: Supervised Knowledge Embedding

 Our proposals: Unsupervised Knowledge Embedding

 Understanding Sync Mechanism
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 Why interpretability?

• Incompleteness problems

• High Reliability Requirement

• Ethical and Legal Requirement

• Interactions and Social acceptance

• Debugged and Audited
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 Taxonomy of Interpretability Methods
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 Research Hotspots
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 Why model-intrinsic?
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Net2Vec: 

Supervised Knowledge Embedding



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室Net2Vec

 Probe a network with a dataset

 Concept embedding via filter activation weights
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 Segmentation task

Concept Vector
Wdog
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 Segmentation task
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 Classification task
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 Single vs. Combination
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 Concept Complexity
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 Training Setting
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 Concepts per Filters

• Many filters aren’t selective for any concepts

• A few filters are selective for many concepts
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 Concepts per Filters

• AlexNet conv5 unit 66 is highly selective for 

various farm animals
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 Concept Vector
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 What’s right?

• Compared to other interpretable methods,

knowledge embedding is a general format!

 What’s wrong?

• Concept & filter overlap

• Supervised -> not general
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 Motivation

• Interpretation and Efficient via Localization

• A Feature Map as an Entity -> Sync as Modules
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 Idea

• Minimize Entropy from three levels

• Sync (unsupervised) for Network Segmentation

Feature Map Functional Module Network Structure
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 Feature Map Level

• A feature map -> A specific pattern

• Single-peak Gaussian Activation (only high-level?)

• Previous Work:

• Our work (for computational complexity?)
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 Functional Module Level

• SynC in clustering

• SynC in mini-batch
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 Network Structure Level

• Pruning in the sync procedure

• Differentiable Continuous method

Epoch         𝛽2 𝛽1 -> threshold

Similarity (Neighborhood)
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 Feature Map Level

• Previous Work: 

The real role is on the feature map, not interpretability!

No pytorch implementation can run properly!

hard to adapt on Matlab code

Peak Mu (L1) Mu (Softmax)

ICNN 0.0767 0.0717 0.0759

w/o iLoss 0.1178 0.0780 0.1221

w/o training 0.1340 0.1366 0.0760



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室Challenge

 Feature Map Level

• Our approach: 

L2 regularization!

Out of Memory!

Poor diversity!
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Point-wise:      C * hw * hw

Channel-wise:  C * hw
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 Feature Map Level

• Raw CNN: 
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 Feature Map Level

• Pytorch ICNN (not work well): 
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 Feature Map Level

• Point-wise (Centralization): 
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 Feature Map Level

• L1 or softmax

• Log_softmax

• Train test
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 Functional Module Level

• w/o constraint on feature & w/ cos distance: 
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 Functional Module Level

• Sync: 
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 Functional Module Level

• Sync: 
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 Improve point-wise constraint

 Combine centraloss + syncloss

 Block-wise multi-layer minimum entropy

 Optional: Entropy on network structure
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 Sync in mini-batch

• Understanding
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 Motivation

• Interpretable Modules with attention

• Unsupervised knowledge embedding

 Idea

• Attention structure (Key vec as knowledge embedding)

• Sync to regular representation space

• For downstream tasks of GAI
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 Attention Structure

• Knowledge embedding as Key vector

• Hard attention -> activate the knowledge or not

{0, 1}
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 Knowledge embedding for downstream tasks

• Local, Disentangled, Interpretable, Comparable

• Knowledge management for Continual learning

• Multi-source, partial, model-based Transfer learning

• Zero-shot via compositional generalization

• Match with existing knowledge systems

• Interact with human beings

• ……



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室Proposal 2

 Knowledge embedding for downstream tasks

• 添加旁路（通过init实现）

• 旁路的激活（前传：基于index/基于映射）

• 旁路的来源（直接init/通过XX判定）

• 旁路的训练（涉不涉及额外的参数）

• 网络参数（包括旁路的）剪枝+扩张
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