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• „One-Punch‟Model —— Artificial Neural Network

• Computer Vision

• Natural Language Processing

• Speech Recognition

• What‟s the problems?

• Extreme fitting ability but no constraint

• Chaotic representation



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室1.1. Problems of ANN learning

• Interpretation

• Extreme nonlinear & chaotic representation

• Catastrophic Forgetting

• Unknown previous knowledge storage

• Go further to ANN learning

• Global -> Local, Coarse -> Fine

• Learning with pattern arrangement
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• Go further to Bio-neurology -> Modularity
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• Interpretation

• Distributed Learning & Super-parallel

• Transfer Learning

• Never cold start

• Lifelong Learning

• Instance Recall vs. Knowledge Interaction
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Modular Neural Network

• Key Points of MNN

• Modules

• Routing criterion

• Three Kinds of MNN

• Instance-based MNN

• Training modules with instances of similar patterns

• Feature-based MNN

• Automatically segregating modules by feature constraint

• Model-based MNN

• Training physically divided modules
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 Similarity of Neural Network Representations Revisited

• Does the same architecture deep neural network based

on different random initialization training learn similar

representations?

• Can a corresponding relationship be established between

layers of different neural network architectures?

• How similar are the representations of the same neural

network architecture learned from different data sets?
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• Background & Motivation

• Representational similarities between neural network

models

• Concept of similarity & dynamic process of training

invariant to orthogonal transformation & isotropic

scaling, NOT reversible linear transformation

• Previous methods: directly compare multivariate

features of a sample in two representations

• Current paper: First measure the similarity between

each pair of samples in each representation, then

compare the similarity structure
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• Recognize layers in networks with different initialization
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• Reveal abnormality in deep neural network
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• Layer similarity in networks trained with different data set
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 “Learn What-Where to Transfer”
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 “TransferableAttention for Domain Adaptation”
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 Overcoming catastrophic forgetting with hard attention to

the task
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• Embedding Gradient Compensation

• Promoting Low Capacity Usage
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• Results
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• Monitoring and Network Pruning
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 Beyond sparsity: Tree regularization of deep models 

for interpretability

• Regularize RNN model to match decision tree by 

pathlength estimation

 Ordered Neurons: Integrating Tree Structures into 

Recurrent Neural Networks (ICLR 2019 Best Paper)

• Well-designed network architecture

 Dynamic routing between capsules

• Discuss Later
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 Network Transplanting
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• Adding adapters to pre-trained CNNs
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• Transplanting category modules to the classification module

• Transplanting category modules to the segmentation module
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• Transplant to similar or dissimilar categories?
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