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 Preliminary of Information Theory

 Information between Data and Representation

 Information Bottleneck & Mutual Information 

 Disentangled Representation via Mutual Information

 Generalization Bound from Mutual Information
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• Uncertainty

• Shannon Entropy
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• Minimum MCL

𝐻 𝑥 = −

𝑥∈𝑋

𝑝 𝑥 log 𝑝 𝑥 = 𝐸𝑥~𝑃 − log𝑝 𝑋
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• Coding P with Q

𝐻 𝑃, 𝑄 = 𝐸𝑥~𝑃 − log𝑄 𝑋 = −

𝑥∈𝑋

𝑝 𝑥 log 𝑞 𝑥

Minimize MCL

Coding 
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• Distribution Gap

𝐾𝐿 𝑃||𝑄 =𝑃 𝑥 log
𝑃 𝑥

𝑄(𝑥)
= 

𝑥∈𝑋

𝑝 𝑥 log 𝑝 𝑥 −

𝑥∈𝑋

𝑝 𝑥 log 𝑞 𝑥

= −𝐻 𝑃 + 𝐻(𝑃, 𝑄)

Data are given



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室1.5. Mutual Information

• Dependence
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Information between 

Data and Representation
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• Information Entropy

Chinese character 9.65bit vs. English character 4.03bit

From characters to words
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• Localize / Segment

To combine character a and b as a word
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• Minimize Entropy



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室2.1. Minimum Entropy in Data

• Minimize Entropy

After knowing the change, the change of L:
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• Minimize Entropy

• Segment

Split
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• Library Model
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• What if more than one book?

• book2vec
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• What if more than one book?

• word2vec – skip gram
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• (t-)SNE

Let 𝑃(𝑖) = 𝑐
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• Generative model from Z to X

𝑝 𝑋 ~ {𝑋1, … , 𝑋𝑛}
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• Joint Probability Matching
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• Losses

Uniform Gaussian as a Prior

Loss for Generation
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• Components

Standard Gaussian

Bernoulli / Gaussian
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• P(z|x)
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• P(x|z) with Bernoulli distribution

Cross Entropy Loss
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• P(x|z) with Gaussian distribution

MSE
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Information Bottleneck &

Mutual Information 
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• Information Extraction
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• Loss
I(X;Z)

>0

Standard Gaussian
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• Two phase of learning
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• AutoEncoder – Keep key information
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• Maximum Mutual Information

Given data distribution
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• Prior Distribution
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• Mutual Information

• From f-GAN
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• Deep InfoMax

Discriminator
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Disentangled Representation
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• GAN
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• InfoGAN

Discriminator
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• Architecture
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• Disentangled Representation



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室4.2. BetaVAE

• VAE

• BetaVAE

Standard Gaussian distribution
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• Information Bottleneck

• Understanding BetaVAE
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• Decomposition

𝑃 𝑥, 𝑦 = 𝑝 𝑥 𝑝(𝑦)

• Interpolation
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• Generalization Error

• Empirical error

• Generalization bound
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• Probably Approximately Correct (PAC)

• Sample Complexity

• Properly PAC learnable

• Infinity hypothesis space

ℋ = ∞
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• If ℋ ≠ ∞ and 𝑐 ∈ ℋ
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• If ℋ ≠ ∞& 𝑐 ∉ ℋ

• If ℋ = ∞
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• Low MI => Generalization
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• 𝐼 𝑇 𝑋 , 𝑋 → ∞, but strong generalization holds

• CMI is finite

𝐶𝑀𝐼𝐷 𝑇 = 𝐼 𝑇 ෨𝑋𝑆 ; 𝑆| ෨𝑋

𝐶𝑀𝐼𝐷 𝑇 ≤ 𝐻 𝑆 = log 2𝑛 = 𝑛

• Low CMI => Generalization

• CMI is bounded by VC dimension and Compression Schemes

• CMI is bounded from 휀, 𝛿 -DP (via TV Stability)
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