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数据挖掘实验室Outline

n After Training
• Magnitude based

• Activation based

• Reconstruction based

• Influence based

n Before Training
• ResNeXt

• SENet

• MobileNet

• ShuffleNet
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数据挖掘实验室Motivation

n Towards practical deployment

• Huge & Slow

n Towards interpretability
• Reduce complexity

n Towards performance
• Improve information flow
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n Neural Network Model
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数据挖掘实验室After Training

n Pruning
• Build a efficient (effective) network
• By exploiting the weight importance
• Re-training
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n Magnitude based
• Small norm less important

          Pruning filters for efficient convnets. ICLR, 2017.
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• Sparsity
• Group Lasso

          Learning structured sparsity in deep neural networks. NIPS, 2016.    
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• Sparsity
• L0 regularization

          Training skinny deep neural networks with iterative hard 
thresholding methods. arXiv, 2016.

• BN (channel-wise scaling factor)
          Learning efficient convolutional networks through network slimming. 
ICCV, 2017.
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n Magnitude based
• Cluster (incoming and outgoing weights)

          SCSP: Spectral Clustering Filter Pruning with Soft Self-adaption 
Manners. arxiv, 2018.
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n Activation based
• Zero count

          Network Trimming: A Data-Driven Neuron Pruning Approach towards 
Efficient Deep Architectures. arXiv, 2016.
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数据挖掘实验室After Training

n Activation based
• Cluster (similarity upon feature maps)

          Exploring Linear Relationship in Feature Map Subspace for 
ConvNets Compression. arxiv, 2018.
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n Activation based
• Entropy based

          An Entropy-based Pruning Method for CNN Compression. arXiv, 2017.
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n Reconstruction based
• Greedy Algorithm

          ThiNet: A Filter Level Pruning Method for Deep Neural Network 
Compression. ICCV, 2017.

• LASSO regression
          Channel pruning for accelerating very deep neural networks. ICCV, 2017.



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室After Training

n Reconstruction based
          Discrimination-aware Channel Pruning for Deep Neural Networks. 
NIPS, 2018.
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n Influence based
• Taylor expansion

          Pruning Convolutional Neural Networks for Resource Efficient Transfer 
Learning. ICLR, 2016.



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室

n Influence based
• Taylor expansion

          Collaborative Channel Pruning for Deep Networks. ICML, 2019.

       

After Training
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数据挖掘实验室

n Influence based
• Score Propagation

          NISP: Pruning Networks using Neuron Importance Score Propagation. 
CVPR, 2018.

       Lipschitz Continuity:

After Training
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数据挖掘实验室

n Influence based
• Score Propagation

          NISP: Pruning Networks using Neuron Importance Score Propagation. 
CVPR, 2018.

        So:

After Training
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数据挖掘实验室After Training

n Influence based
• Weight probe

          SNIP: Single-shot Network Pruning based on Connection Sensitivity. ICLR, 2018.



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室After Training
n Rethinking

• Sparse Density (irregular pruning)
          DARB: A Density-Aware Regular-Block Pruning for Deep Neural 
Networks. AAAI, 2020.
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• Decode Lottery Ticket
          Deconstructing Lottery Tickets: Zeros, Signs, and the Supermask. NIPS, 
2019.
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数据挖掘实验室After Training
• Modular
          Pruned Neural Networks Are Surprisingly Modular. arxiv, 2020.
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数据挖掘实验室After Training

n Summary
• Irregular pruning, powerful
• Structural pruning, efficient

• Sparsity in training

• Sign is important for init

• Cross-Layer Pruning
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C1 C2 C2
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数据挖掘实验室Before Training

n Squeeze-and-Excitation Networks

• Explicitly model the relationship between channels
• 2017 ImageNet Champion
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n ShuffleNet V1

• Group & Shuffle (for information interaction)
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数据挖掘实验室Before Training

n ShuffleNet V1

• More group
• Less Channel
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数据挖掘实验室Summary

n Do it via channel/filter!

n Ensure information flow!

n Hardware-friendly
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